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Goal Produce visual groundings of linguistic

phrases at all levels (words, phrases, sentences),
by training with weak supervision (img-cap pairs).

a man that is cutting

sandwich sandwich on a table

A little brown and white dog
emerges from a yellow col-
lapsable toy tunnel onto the
lawn.

* Treat the caption as a sequence of word tokens
[ Xu 2014, Rohrbach 2016, ...].

 Require phrase-region pairs or pretrained
detectors [Karpathy 2015, Plummer 2015, ...].

L 8 8 8 B 5 8 8 B &8 8 8 8 N N B § § § §N §N |
g i “:{! B -,
e e € FEs

Motivation & Key ideas

 Hard, If not impossible, to annotate a large
collection of phrase-segment pairs.

A sentence is not simply a sequence of token.
We leverage structure in natural language for
weakly supervised visual grounding.

Benefits of exploiting
linguistic structures
 Avoid grounding non-

sensical tokens ("a", "the",
etc.)

NP

 Enrich training data, In a ; :
linguistically sound way (i.e., == = =
words, phrases, sentence) Vo e

DT NN IN NP

* Transfer linguistic structure ST
to visual domain
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Loss functions
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Transferring linguistic structures

e Sibling exclusivity constraint: Masks for nodes
that are siblings should be exc/usive:
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A grey cat starring IN NP

DT NN IN NP

a hand with DT NN

a donut

A grey cat starring at a hand with a donut

e Parent-child inclusivity constraint: Mask of

parent node should be union of children's masks:
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Results
Train models on MS COCO: test on both MS COCO

and Visual Genome
e Qualitative results on Visual Genome

the train 1s on
the brldge

a child i1s wearing a
black protective helmet

a person
driving a boat

the man is walking

man on a red curb 1s painted
motorcycle vellow

Left Ou rs, nght DISC only cyand'otjwmode”whlte GT box
e Quantitative results on Visual Genome

T Random Disc-only Token | PC_SIB | Ours

Accuracy 0.115 0.230 0.222 0.236 0.231 0.244

Pointing Game [Zhang 2016] measure -- the frequency
of the mode being contained by the GT box

e Qualitative results on MS COCO

stop sign boat car

Our results (left) are more accurate (bottle dog) and cleaner (cat, boat)

 Quantitative results (5eg mAP) on MS COCO
| l0U@0.3 | I0U@0.4 | 10U@0.5 | Avg mAP

Disc-only 0.302 0.199 0.110 0.203
PC 0.327 0.213 0.118 0.219
SIB 0.316 0.203 0.114 0.211
Token 0.334 0.240 0.138 0.238
Ours 0.347 0.246 0.159 0.251
Multiple queries on same input image
el by street bus sheep

snow covered bench is black

park and white pizza person
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