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Abstract

We present MoDist as a novel method to explicitly dis-
till motion information into self-supervised video represen-
tations. Compared to previous video representation learn-
ing methods that mostly focus on learning motion cues im-
plicitly from RGB inputs, we show that the representation
learned with our MoDist method focus more on foreground
motion regions and thus generalizes better to downstream
tasks. To achieve this, MoDist enriches standard contrastive
learning objectives for RGB video clips with a cross-modal
learning objective between a Motion pathway and a Vi-
sual pathway. We evaluate MoDist on several datasets for
both action recognition (UCF101/HMDB51/SSv2) as well
as action detection (AVA), and demonstrate state-of-the-art
self-supervised performance on all datasets. Furthermore,
we show that MoDist representation can be as effective as
(in some cases even better than) representations learned
with full supervision. Given its simplicity, we hope MoDist
could serve as a strong baseline for future research in self-
supervised video representation learning.

1. Introduction

Supervised learning has enjoyed great successes in many
computer vision tasks in the past decade. One of the most
important fuel in this successful journey is the availability
of large amount of high-quality labeled data. Notably, the
ImageNet [17] dataset for image classification, was where
it all started for the deep learning revolution in vision. In
the video domain, the Kinetics dataset [40] has long been
regarded as the “ImageNet for videos” and has enabled the
“pretrain-then-finetune” paradigm for many video tasks. In-
terestingly, though years old, ImageNet and Kinetics are
still the to-go datasets for pretraining, at least among those
that are publicly available. This shows how much effort is
needed to create these large-scale labeled datasets.

To mitigate the reliance on large-scale labeled datasets,
self-supervised learning came with the promise to learn use-
ful representations from large amount of unlabeled data.
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Figure 1: Motion Distillation. We propose Motion Distillation
(MoDist) as an explicit method to learn motion-aware video rep-
resentations without using any label.

Following the recent success in NLP (e.g., BERT, GPT-
3 [18, 7]), some research has attempted to find its counter-
part in vision. Among them, pioneering research has been
conducted in the image domain to produce successful meth-
ods like MoCo [35] and SimCLR [12]. Compared to im-
ages, large-scale video datasets induce even higher annota-
tion costs, making it even more important to develop effec-
tive self-supervised methods to learn generalizable repre-
sentations for videos. Some recent videos works attempted
to learn such representations by training their models to
solve pretext tasks, like predicting the correct temporal or-
der clips [51, 26, 6, 77, 9], predict future frames [19] and
predict whether a video is played at its intrinsic speed [4].
Though successful to a certain extent, these methods do not
explicitly make use of motion information derived from the
temporal sequence, which has been shown to be important
for supervised action recognition tasks [63, 24, 73].

In this paper, we propose MoDist (Motion Distillation)
as a novel self-supervised video representation learning



method, to explicitly train networks to model motion cues.
Specifically, MoDist consists of two pathways: the main Vi-
sual pathway that is later used for downstream tasks, and a
supporting Motion pathway that is only used during train-
ing (Fig. 1). We connect these two pathways and set-up a
cross-modal contrastive learning objective to have the Mo-
tion pathway guide its Visual counterpart to focus on fore-
ground motion regions for better motion modeling.

To evaluate MoDist, we perform self-supervised pre-
training on Kinetics-400 and transfer its representation to
4 video datasets for both action recognition (UCF101 [65],
HMDB51 [44], Something-Something [1]) and action de-
tection (AVA [29]). Without bells and whistle, MoDist out-
performs all previous video self-supervised methods on all
datasets, under all evaluation settings. For example, MoDist
improves top-1 accuracy by 17% and 16.9% on UCF101
and HMD51, over previous SOTA trained on Kinetics-400.
Furthermore, on Something-Something and AVA, MoDist
even outperforms its fully-supervised counterpart, demon-
strating the strength of our approach. Finally, we ablate the
components of MoDist both quantitatively and qualitatively.

2. Related Work
Self-supervised image representation learning. The
goal of self-supervised image representation learning is to
learn useful representations from large collection of un-
labeled images. Early work focused on designing differ-
ent pretext tasks in the intent of inducing generalizable se-
mantic representations [20, 52, 53, 84]. Though producing
promising results, these methods could not match the per-
formance of fully-supervised trained representations [42],
as it is hard to prevent the network from utilizing short-
cuts to solve pretext tasks (e.g., “chromatic aberration” in
context prediction [20]). This changed when researchers
re-visited the decade-old technique of contrastive learn-
ing [30, 79]. Some of these recent work started to success-
fully produce results that were comparable to those of su-
pervised learning on images [35, 12, 13, 50, 28, 14, 10].
Though related, these work were designed to learn from
static images and thus cannot utilize the rich temporal in-
formation contained in videos.

Self-supervised video representation learning. Videos
present unique opportunities to extract self-supervision by
exploiting its temporal structure. In addition to the popu-
lar pretext task based works introduced in Sec. 1 [51, 26,
77, 19, 4], others attempted to learn video representations
by tracking either patches [75], pixels [76] or colors [70]
across neighboring frames. Closer to our work is the recent
arXiv paper CVRL [59], which extends the image-based
SimCLR into the video domain, achieving impressive re-
sults. Though successful to certain extent, none of above
methods explicitly make use of motion information derived

from the video temporal sequence, which we demonstrate
in this work to greatly enhance the generalization ability
of the learned representations. One line of work attempts
to fix this by learning useful representations through ex-
ploiting the correspondences between RGB and motion pix-
els [48, 60, 37]. Our method is different in that we utilize
visual-motion correspondence at a higher level than pix-
els, which we will show to be beneficial. Whereas in [72],
the authors propose to regress pseudo labels generated from
motion statistics as the pretext task. In contrast, we adopt
the contrastive instance discrimination framework which is
more generalizable. The recent work of CoCLR [33] also
utilizes optical flow for representation learning. However, it
only uses optical flow as a media to mine RGB images with
similar motion cues, whereas we propose to directly dis-
till motion information into visual representations and thus
yield an much simpler and more robust method. Finally,
there is also a line of work that utilizes audio-video syn-
chronization for self-supervised learning [55, 43, 2, 58, 56].
Although we do not explore the use of audio in this paper,
it can be easily incorporated into our approach.

Motion in video tasks. Motion information has been
heavily studied for many video tasks. As a prominent mo-
tion representation, optical flow has been utilized in many
video action classification methods, either in the form of
classical hand-crafted spatiotemporal features [45, 16, 71],
or serve as input to deep CNN systems trained with super-
vised learning [23, 24, 73]. In contrast, our method focuses
on exploiting motion information in the context of self-
supervised learning. Beyond video classification, motion
has also been exploited in many other tasks like video object
detection [85, 39, 25, 80], video frame prediction [61, 47],
video segmentation [68, 3, 15], object tracking [36, 5, 57],
and 3D reconstruction [69].

3. MoDist
We design MoDist as a two-branch network consisting of

a Visual pathway and a Motion pathway (Fig. 1). The Vi-
sual pathway takes as input visual1 clips and produces their
visual embeddings. Similarly, the Motion pathway oper-
ates on motion clips (we will study different motion inputs
in Sec. 3.2) and generates motion embeddings. MoDist is
trained using three contrastive learning objectives (Sec. 3.1:
(i) a visual-only loss that pulls together visual clip embed-
dings that are sampled from the same video (solid green
arrow in Fig. 1) and pushes away that of different videos
(solid red arrow); (ii) a motion-only loss that operates like
(i), but on motion clips (omitted in Fig. 1 to avoid clutter)
and (iii) a motion-to-visual loss to explicitly distill motion
knowledge from the Motion pathway into the Visual path-

1We use “visual” and “RGB” interchangeably in this paper.
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Figure 2: Motion inputs. Given the RGB input (top-left), we
compare three options for motion inputs. Best viewed on screen.

way (dashed arrows). As shown in Fig. 1, we generate pos-
itive pairs from clips extracted from the same video (green
arrows) and negative pairs from clips extracted from dif-
ferent videos (red arrows). After pretraining with MoDist,
we then remove the Motion pathway and transfer the Visual
pathway to target datasets for task-specific finetuning.

3.1. Training MoDist

Visual-only learning. We model this using a contrastive
learning objective, similar to previous works on self-
supervised learning for images [12, 35, 28]. However, dif-
ferent from these methods which take as input random spa-
tial crops from an image, our model takes as input random
clips with spatiotemporal jitterring. Specifically, as shown
in Fig. 1, given a random clip we produce its embedding vq

(query), and sample a second positive clip from the same
video and produce its embedding vk (key), as well as N
negative embeddings vni , i ∈ {1, ..., N} from other videos.
Then, we train the Visual pathway with the InfoNCE objec-
tive Lv = IN(vq, vk, vn) [54, 35]:

Lv = − log
exp(vq·vk/τ)

exp(vq·vk/τ) +
∑N

i=1 exp(vq·vni /τ)
, (1)

where τ is a temperature parameter. This objective ensures
that our Visual pathway pulls together embeddings vq and
vk, while pushing away those of all the negative clips vni .

Motion-only learning. To improve the discriminative-
ness of the Motion pathway, we add another InfoNCE ob-
jective Lm = IN(mq,mk,mn), which is trained in a sim-
ilar way to Lv but this time on motion embeddings mq ,
mk (both are sampled from the same video as vq) and mn

(which denotes a set of negative motion embeddings). This
ensures that the Motion pathway is able to embed similar
motion patterns close to each other.

Motion distillation: motion-to-visual learning. We
model this also with a contrastive learning objective, but
with a different purpose compared to the previous two.
Here, we aim at distilling motion information from the Mo-
tion pathway into the Visual pathway. Specifically, we train
the model using the following InfoNCE objectives:

Lmv = IN(vq,mk, vn) + IN(mq, vk,mn). (2)

Note that vq is not necessarily in temporal synchronization
with mk, but rather just a motion clip sampled from the
same video (same for vk and mq). In our ablation, we
show that allowing for this misalignment encourages the
embedding to better learn semantic abstraction of visual
and motion patterns, which leads to better performance.

One key difference to visual-only contrastive learning is
on how we sample motion clips for both motion-only and
motion-to-visual learning. Instead of sampling randomly,
we constrain to only sample in temporal regions with strong
motion cues. Specifically, we compute the sum of pix-
els Pi on the motion input and only sample frames with∑K

i=1 Pi/K > γ, where K is the total number of pixels
in a frame and γ is the threshold. This process helps avoid
sampling irrelevant regions with no motion and thus leads
to better representations.

Final training objective. The final training objective for
MoDist is the sum of all aforementioned loss functions:

L = Lv + Lm + Lmv. (3)

Training MoDist end-to-end is non-trivial, as video repre-
sentation are expensive to compute and to maintain (as con-
trastive learning requires large batch sizes [12]). Inspired
by [79, 35], we avoid this problem by adopting the idea of
memory bank for negative samples. Specifically, we con-
struct two memory banks of negative samples for visual
and motion inputs, and maintain a momentum version of the
Motion and Visual pathways updated as a moving average
of their online counterparts with momentum coefficient λ:
θ′← λθ′+ (1−λ)θ, where θ and θ′ are weights for the on-
line and momentum version of the model respectively. One
caveat is that when pushing negatives into the pool, we push
the video index, along with the embedding, so that we can
avoid sampling visual or motion clips that are from the same
video as positive clips, which would otherwise confuse the
network and hurt the representations. Similar to [34], we
forward queries through the online model and keys through
the momentum model to produce embeddings.

3.2. Designing motion inputs

There are many ways to represent a motion input. A
straightforward way is to directly compute the difference of



stage Visual pathway Motion pathway
input clip 3×8×2242 (stride 8) 3×16×2242 (stride 4)

conv1
5×72, 64 1×72, 8

stride 2, 22 stride 2, 22

pool1
1×32 max 1×32 max
stride 1, 22 stride 1, 22

res2

 1×12, 64
1×32, 64
1×12, 256

×3

 1×12, 8
1×32, 8
1×12, 32

×3

res3

 1×12, 128
1×32, 128
1×12, 512

×4

 1×12, 16
1×32, 16
1×12, 64

×4

res4

 3×12, 256
1×32, 256

1×12, 1024

×6

 1×12, 32
1×32, 32
1×12, 128

×6

res5

 3×12, 512
1×32, 512

1×12, 2048

×3

 1×12, 64
1×32, 64
1×12, 256

×3

global average pool, projection

Table 1: MoDist network architecture (ResNet-50). The di-
mensions of kernels are denoted by {T×S2, C} for temporal, spa-
tial, and channel sizes, while strides are denoted with {temporal
stride, spatial stride2}. Note that Motion pathway is 8× more
lightweight (in channel sizes) compared to the Visual pathway.

pixel values between two consecutive frames. While cap-
turing motion to a certain extent, it also captures undesired
signals like pixel value shifts caused by background motion
(e.g., sea-wave in Fig. 2 top-right). A more appropriate rep-
resentation might be optical flow [8, 78, 21, 67]. However, a
disadvantage of feeding in raw optical flow (or flow vector
magnitude, as used in [27]) is that it is heavily influenced
by factors like illumination change (Fig. 2 bottom-left) and
it also captures absolute flow magnitude, which is not very
useful for learning general motion patterns. To overcome
these limitations, in MoDist, we propose to use flow edge
maps as inputs to the Motion pathway network. Specifi-
cally, we apply a Sobel filter [64] onto the flow magnitude
map to produce the flow edges (Fig. 2 bottom-right). In our
experiments, this simple operation turns out to produce sig-
nificantly better motion representations that focus on fore-
ground motion regions.

3.3. Visual and Motion pathway architectures

The MoDist architecture is presented in Table 1. Our
Visual pathway is a 3D ResNet50 (R3D-50) with a struc-
ture similar to that of “Slow-only” in [22, 59], which fea-
tures 2D convs in res2, res3 and non-degenerate 3D convs
in res4, res5. Our Visual pathway takes as input a tensor of
size 3×8×2242, capturing 8 frames of size 224×224. The
sampling stride is 8, which means that the visual input clip
spans 8×8 frames, corresponding to ∼2 seconds for videos
at 30 FPS. To have larger temporal receptive field, we set
the temporal kernel size of conv1 to 5 following [59].

Our Motion pathway is a 2D ResNet50. and it takes
as input a tensor of size 3×16×2242, stacking 16 motion
frames. We use a sampling stride of 4, so that it spans for
the same time as the visual input (i.e., ∼2 secs). Follow-
ing the design philosophy of SlowFast Networks [22], we
design our Motion pathway to be much more lightweight
compared to our Visual pathway (1/8 channel sizes across
the network), as motion inputs have intrinsically less vari-
ability (i.e., no variations on colors, illumination, etc.). Fi-
nally, we note that our motion distillation idea is general
and can be applied to other architectures as well.

4. Experiments

4.1. Implementation Details

MoDist training details. We train MoDist on the
Kinetics-400 (K400) dataset [40]. The dataset consists
of ∼240k video clips that span at most 10 seconds. These
were originally annotated with 400 different action classes,
but we do not use any of these labels. We train MoDist for
600 epochs on the whole 240k videos when we compare
against the literature. For our ablation study, instead, we
compare different variants of MoDist trained for 100 epochs
on a subset of 60k videos (“K400-mini”). We use a pool
size (N in Eq. 1) of 65536 negative samples for both visual
and motion inputs. We set the momentum update coefficient
λ = 0.999 and temperature τ to 0.1. The embedding dimen-
sion is set to 128 for both Visual and Motion pathways. For
the visual inputs, we apply random spatial cropping, tem-
poral jittering, p = 0.2 probability grayscale conversion, p =
0.5 horizontal flip, p = 0.5 Gaussian blur, and p = 0.8 color
perturbation on brightness, contrast and saturation, all with
0.4 jittering ratio. For motion inputs, we randomly sample
flow edge clips in high motion regions (with motion thresh-
old γ set to 0.02) and skip other augmentations.

Flow Edge Maps. To compute flow edge map for frame
t, we first compute optical flow from frame t to t− 5, using
RAFT-things model trained entirely on synthetic data
without human annotations [67]. Then, we apply a Sobel
filter onto the magnitude map of optical flow and clamp the
resulting edge map in [0, 10] as the final flow edge map. We
note that this is an offline pre-processing that only needs to
be done once and reused throughout training.

Baselines. We compare against two baselines: (i) Self-
Supervised RGB-only is a strong self-supervised represen-
tation trained from RGB inputs using only the contrastive
learning objective of Eq. 1 (i.e., without our motion learn-
ing objectives Lmv and Lm); and (ii) Supervised is a fully
supervised model trained for action classification on K400.
Both baselines use a R3D-50 backbone.



Method Date Dataset (duration) Arch. Size Modality Frozen UCF HMDB
CBT [66] 2019 K600+ (273d) S3D 1122 V 3 54.0 29.5
MemDPC [32] 2020 K400 (28d) R-2D3D-34 2242 V 3 54.1 30.5
MIL-NCE [49] 2020 HTM (15y) S3D 2242 V+T 3 82.7 53.1
MIL-NCE [49] 2020 HTM (15y) I3D 2242 V+T 3 83.4 54.8
XDC [2] 2020 IG65M (21y) R(2+1)D 2242 V+A 3 85.3 56.0
ELO [58] 2020 Youtube8M (8y) R(2+1)D 2242 V+A 3 – 64.5
AVSlowFast [81] 2020 K400 (28d) AVSlowFast-50 2242 V+A 3 77.4 42.2
CoCLR [33] 2020 K400 (28d) S3D 1282 V 3 74.5 46.1
CVRL [59] 2021 K400 (28d) R3D-50 2242 V 3 89.8 58.3
MoDist K400 (28d) R3D-18 1282 V 3 90.4 57.5
MoDist K400 (28d) R3D-50 2242 V 3 91.5 63.0
w/o Pretrain - R3D-50 2242 V 7 69.0 22.7
OPN [46] 2017 UCF (1d) VGG 2272 V 7 59.6 23.8
3D-RotNet [38] 2018 K400 (28d) R3D-18 1122 V 7 62.9 33.7
ST-Puzzle [41] 2019 K400 (28d) R3D-18 2242 V 7 63.9 33.7
VCOP [83] 2019 UCF (1d) R(2+1)D 1122 V 7 72.4 30.9
DPC [31] 2019 K400 (28d) R-2D3D-34 1282 V 7 75.7 35.7
CBT [66] 2019 K600+ (273d) S3D 1122 V 7 79.5 44.6
DynamoNet [19] 2019 Youtube8M-1 (58d) STCNet 1122 V 7 88.1 59.9
AVTS [43] 2018 K400 (28d) I3D 2242 V+A 7 83.7 53.0
AVTS [43] 2018 AudioSet (240d) MC3 2242 V+A 7 89.0 61.6
XDC [2] 2019 K400 (28d) R(2+1)D 2242 V+A 7 84.2 47.1
XDC [2] 2019 IG65M (21y) R(2+1)D 2242 V+A 7 94.2 67.4
AVSlowFast [81] 2020 K400 (28d) AVSlowFast-50 2242 V+A 7 87.0 54.6
CVRL [59] 2020 K400 (28d) R3D-50 2242 V 7 92.9 67.9
SpeedNet [4] 2020 K400 (28d) S3D-G 2242 V 7 81.1 48.8
MemDPC [32] 2020 K400 (28d) R-2D3D-34 2242 V 7 86.1 54.5
CoCLR [33] 2020 K400 (28d) S3D 1282 V 7 87.9 54.6
GDT [56] 2020 K400 (28d) R(2+1)D 1122 V+A 7 89.3 60.0
GDT [56] 2020 IG65M (21y) R(2+1)D 1122 V+A 7 95.2 72.8
MIL-NCE [49] 2020 HTM (15y) S3D 2242 V+T 7 91.3 61.0
ELO [58] 2020 Youtube8M-2 (13y) R(2+1)D 2242 V+A 7 93.8 67.4
MoDist K400 (28d) R3D-18 1282 V 7 91.3 62.1
MoDist K400 (28d) R3D-50 2242 V 7 94.0 67.4
Supervised [82] K400 (28d) S3D 2242 V 7 96.8 75.9

Table 2: Comparison with state-of-the-art approaches. We report top-1 accuracy in this table. In parenthesis, we show the total video
duration in time (d for day, y for year). Top half of the table contains results for Linear protocol (Frozen 3), whereas the bottom half shows
results for the Full end-to-end finetuning protocol (Frozen 7). For modality, V refers to visual only, A is audio, T is text narration.

method data UCF HMDB
RGB-only K400-mini 63.6 33.7
MoDist K400-mini 78.1 47.2
RGB-only K400 74.6 46.3
MoDist K400 85.5 57.7

(a) Motion distillation.

input UCF HMDB
RGB-only 63.6 33.7
Frame Diff 71.6 40.1
Optical Flow 74.1 44.2
Flow Edges 78.1 47.2

(b) Motion inputs.

components UCF HMDB
MoDist 78.1 47.2
− temp. jitter 77.4 47.1
− motion thresh 77.3 46.4
− Lm 77.8 46.6

(c) MoDist components.

epoch UCF HMDB
100 85.5 57.7
200 87.3 59.0
400 88.6 61.8
600 89.9 62.1

(d) Training epochs.

Table 3: Ablating MoDist. We present top-1 classification accuracy using the Linear Layer Training evaluation protocol (sec. 4.2).
Experiments in (b) and (c) are conducted on K400-mini, whereas (d) is on the full K400 dataset. We use 8×8 R3D-50 model for finetuning.

4.2. Action Recognition on UCF101 and HMDB51

Datasets and evaluation protocol. We first evaluate
MoDist for action recognition on the two most popular
datasets in the literature: UCF101 [65] and HMDB51 [44].
We follow the standard settings to perform self-supervised
training on K400 and then transfer the learned weights to
target datasets for evaluation. Two evaluation protocols are
often employed in the literature to evaluate the quality of the
self-supervised representation: (i) Linear Layer Training

freezes the trained backbone and simply trains a linear clas-
sifier on the target dataset, while (ii) Full Network Train-
ing finetunes the entire network end-to-end on the target
dataset. For completeness, we evaluate using both protocols
and report action classification top-1 accuracy. For all ex-
periments on UCF101 and HMDB51, we report results us-
ing split1 for train/test split. In total, there are 9.5k/3.7k
train/test videos with 101 action classes in UCF101, and
3.5k/1.5k train/test videos with 51 actions in HMDB51. We



use 32×8 inputs during finetuning and standard 10 (tem-
poral) ×3 (spatial) crop testing [74, 22]. Finally, we also
use these two datasets to conduct extensive ablation studies
to investigate various design choices of MoDist using the
Linear Layer Training evaluation protocol.

Ablation: motion distillation (Table 3a). First and fore-
most, we study the importance of enriching visual em-
beddings with motion cues using the proposed distillation
method. Results show that MoDist improves substantially
over the baseline on both datasets: +15 points when trained
on K400-mini, and +11 when trained on K400. Notably,
MoDist trained on K400-mini already outperforms the RGB
baseline trained with 4× more data (K400): +3.5/+0.9 on
UCF/HMDB. This truly shows the importance of motion
modelling to train strong and generalizable representations.

Ablation: motion representations (Table 3b). Despite
the conceptual advantages of flow edge maps discussed in
Sec. 3, we benchmark it against other motion representa-
tions presented in that same section: Frame Difference and
Optical Flow. As shown in Table 3b, Flow Edges is indeed
the best way to represent motion for self-supervised train-
ing, thanks to its ability to prune background motion noise
and absolute motion magnitude. That being said, even the
much weaker Frame Difference representation outperforms
the RGB-only baseline by +8.0 top-1 accuracy on UCF and
+6.4 on HMDB. This further confirms the importance of
enriching video representations with motion cues.

Ablation: MoDist components (Table 3c). We now dis-
sect MoDist to study the importance of its components.
Temporal Jittering. Unlike previous work that learn self-
supervised representation by exploiting pixel-level corre-
spondences between RGB and optical flow inputs [48,
60], we demonstrate that it’s more effective to learn self-
supervised representations by introducing temporal “mis-
alignment” between them. Specifically, we compare
MoDist, which trains on RGB and motion clips that are tem-
porally jittered, against a variant that is trained on synchro-
nized RGB and motion clips (i.e., sync pairs [vq , mk] and
[mq , vk] in Eq. 2). Our results show that the misaligned
inputs lead to better representations (+0.7 on UCF), as it
prevents the model from exploiting the shortcut of finding
pixel correspondences using low-level visual cues.
Motion thresholding. Another component we study is the
motion input sampling strategy discussed in Sec. 3.1. We
compare MoDist to a variant which randomly samples mo-
tion input clips, without removing those with little motion
(i.e., setting threshold γ = 0, Sec. 4.1). Without this thresh-
old, top-1 accuracy degrades by -0.8 on both datasets, due
to the noise introduced by clips with too little motion.

Motion loss Lm. Finally, we study whether it’s necessary
to have the extra contrastive objective Lm between motion
inputs (Eq. 3), which is included to help training more dis-
criminative motion embeddings. Results show that this mo-
tion discrimination objective is indeed useful as it improves
top-1 acc by +0.3 and +0.6 on UCF101 and HMDB51.

Ablation: training epochs (Table 3d). Next, we vary the
number of training epochs and study its impact on repre-
sentation quality. It is clear from the results that the repre-
sentation learned by MoDist benefits from a longer training
schedule. This is in line to what is previously observed in
the self-supervised learning literature [12, 35, 59].

Comparison to state-of-the-arts (Table 2). We now
compare MoDist against previous self-supervised video
representation learning methods in the literature using both
evaluation protocols introduced at the beginning of Sec. 4.2:
Linear (3for column “Frozen”) and Full (7).

By only training a linear layer on top of our self-
supervised learned representation, our method is able to
achieve significantly better top-1 classification accuracy
compared to the previous state-of-the-art trained on K400:
+16.7 and +16.9 over CoCLR on UCF101 and HMDB51,
respectively. Only the recent arXiv paper CVRL comes
close to our results on UCF, but still lacks on HMDB
(−4.7). Moreover, MoDist outperforms all previous meth-
ods, including those trained on 100×more data than K400
(e.g., IG65M and Youtube8M), and those that use extra
modalities like audio and text (e.g., XDC, MIL-NCE).

Next, we compare against methods that adopt the end-
to-end full training evaluation protocol. Similar to our ob-
servation with the linear evaluation protocol, MoDist again
achieves SOTA results among the methods trained on K400.
Among all methods, only XDC and GDT produce results
comparable to MoDist, but are either trained on 270×more
data (IG65M contains 21 years of video content vs. K400
only 28 days) or use extra audio modality as inputs.

Finally, towards making the best effort in enabling fair
comparison against the literature, we also present the results
of a weaker MoDist model trained with a smaller backbone
(R18) and a smaller input size (128×128). Under this set-
ting, our model still convincingly outperforms models with
similar backbone and input resolutions (e.g., 3D-RotNet,
CBT, GDT, CoCLR) using both evaluation protocols and
even outperforms many methods that use larger backbones
(e.g. XDC, AVSlowFast, etc.).

4.3. Action Recognition on Something-Something

To further demonstrate the effects of explicit motion
distillation, we evaluate MoDist on Something-Something-
v2 (SSv2) [1], which is a challenging action classifica-
tion dataset heavily focused on motion. Different from



UCF101 and HMDB51 which contain action classes similar
to K400, SSv2 contains a very different set of actions featur-
ing complex human object interactions, like “Moving some-
thing up” and “Pushing something from left to right”. The
dataset consists of 168k training, 24k validation and 24k
test videos, all annotated with 174 action classes. We fine-
tune on SSv2 with a recipe that mostly follows the official
implementation of [22]. We use a clip size of 16×8 and a
batchsize of 16 (over 8 GPUs). We train for 22 epochs with
an initial learning rate of 0.03 and decay it by 10× twice at
14 and 18 epochs. A learning rate warm-up is scheduled for
0.19 epochs starting from a learning rate of 0.0001.

We evaluate using both the Linear and Full finetune pro-
tocol. We compare methods that are pretrained in different
ways: MoDist and the RGB-only baseline are pretrained
self-supervisedly on K400, whereas R3D-50 [22] is pre-
trained with full supervision on K400. Rand Init is a ran-
domly initialized network without pretraining (Table 4).

For the Full protocol evaluation, it’s clear that pretraining
on K400 is beneficial and improves by almost +10 top-1 ac-
curacy. Next, MoDist outperforms the RGB-only baseline,
showing once more the importance of motion distillation.
Finally, when comparing to R3D-50 that is pretrained with
full supervision on K400, MoDist not only closes the gap
between self-supervised and fully-supervised methods, but
it even outperforms the supervised pretraining (+1.9).

Furthermore, we test with the Linear protocol, which
is much more challenging due to the large difference be-
tween the label spaces of K400 and SSv2. As shown in
Table 4, unsurprisingly accuracy for all methods are much
lower compared to Full finetune results. However, it’s no-
table that the gap between MoDist and RGB-only signifi-
cantly increases (+10.5 vs +2.5) compared to the Full pro-
tocol, which further demonstrates our method’s strength in
generalization. Moreover, it’s interesting to see the super-
vised baseline underperform both self-supervised methods,
as it’s harder to overcome taxonomy bias under Linear pro-
tocol compared to the Full protocol for a representation pre-
trained with a fixed label taxonomy. We believe this is a
promising example showing how self-supervised training
can remove the label taxonomy bias that is inevitable under
supervised settings, and lead to more general video repre-
sentations that can be better transferred to new domains.

4.4. Action Detection on AVA

In previous sections we showed that self-supervised rep-
resentation can generalize to new domains within the same
downstream task (i.e., action recognition). However, we be-
lieve that self-supervised representations can go beyond that
and also generalize to novel downstream tasks, since they
do not optimize for any task specific objective. To test this,
we transfer MoDist representations to the new task of action
detection, which requires not only to recognize the action

method pretrain dataset sup. Full Linear
R3D-50 [22] K400 3 55.5 16.3
Rand Init - 7 45.4 -
RGB-only K400 7 54.9 16.6
MoDist K400 7 57.4 27.1

Table 4: Action classification on SSv2. We pretrain on K400
and then transfer the representation to SSv2 for finetuning under
both Linear and Full protocols. For finetuning, we use 16×8 clip
as input following [22]. Results are reported as top-1 accuracy.

method pretrain dataset sup. mAP
Faster-RCNN [22] ImageNet 3 15.3
Faster-RCNN [22] K400 3 21.9
Rand Init - 7 6.6
CVRL [59] K400 7 16.3
RGB-only K400 7 18.6
MoDist K400 7 22.1

Table 5: Action detection on AVA. We pretrain using different
datasets (ImageNet and K400) and then transfer the representa-
tion to AVA for finetuning. We use 8×8 clip as input for finetun-
ing [22]. CVRL numbers are taken from [59].

class, but also localize the person performing the action.

We evaluate action detection on the AVA dataset [29]
which contains 211k training and 57k validation videos.
Spatiotemporal labels (i.e., action classes and bounding
boxes) are provided at 1 FPS rate. We follow the standard
evaluation protocol and compute mean Average Precision
over 60 action classes, using an IOU threshold of 0.5. We
follow the Faster-RCNN detector design of [22] and use the
Visual pathway architecture of Table 1 as the detector back-
bone. We fix the training schedule to 20 epochs with an
initial learning rate of 0.1 and a batch size of 64 [22].

Results are shown in Table 5. Clearly, video pretrain-
ing plays a critical role in action detection, as demonstrated
by the low mAP of 6.6 when training from scratch and
the substantially lower AP achieved by supervised pretrain-
ing on ImageNet (pretrained 2D convs are inflated into 3D
for fine-tuning [11]) compared to supervised pretraining on
K400. As for self-supervised pretraining, both the RGB-
only baseline and MoDist outperform ImageNet supervised
pretraining, again demonstrating the importance of pretrain-
ing on videos. Moreover, MoDist again outperforms both
the RGB-only baseline and the recent CVRL approach,
which also only uses RGB inputs for pretraining.

Finally, we note that MoDist even outperforms the super-
vised Faster-RCNN pretrained on K400. To our best knowl-
edge, we are the first to demonstrate that self-supervised
video representation can transfer to action detection and
match the performance of fully-supervised pretraining.
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[0.77] PommelHorse [0.52] ParallelBars [0.98] BodyWeightSquats [0.53] TableTennisShot [0.80] TaiChi

[0.91] WallPushups [0.21] BlowDryHair [0.76] ApplyLipstick [0.76] ApplyEyeMakeup [0.82] CricketShot

[0.79] Skiing [0.75] Kayaking [0.77] PushUps [0.38] FloorGymnastics [0.80] BodyWeightSquats [0.62] Lunges

[0.34] FieldHockeyPenalty

[0.58] Typing [0.36] BlowDryHair [0.99] HulaHoop [0.58] Nunchucks [0.27] HammerThrow [0.27] FloorGymnastics

[0.25] MoppingFloor

Figure 3: Grad-CAM visualization for MoDist (left) and RGB-only (right) representations. Predictions are overlaid on each frame.
Best viewed in color, zoomed in. We encourage readers to check out the video version of these visualizations here: https://www.
youtube.com/watch?v=TpOggtBN4yo.

4.5. Low-Shot Learning

We have demonstrated that the self-supervised represen-
tation learned with MoDist can perform very well on a va-
riety of datasets and tasks when finetuned on the target do-
main. In this section, we investigate how its performance
varies with respect to the amount of data available for fine-
tuning. We evaluate using the Full Training protocol on
the UCF101 dataset starting from just 1% of its training
data (1 video per class) and gradually increase that to 100%
(9.5k videos). We compare results against our two base-
lines: RGB-only and Supervised (Table 6). MoDist out-
performs RGB-only across all training set sizes and it only
requires 20% of the training videos to match the perfor-
mance of RGB-only with 100% (89.1 vs 89.0). Another in-
teresting observation is that the gap ∆ between MoDist and
RGB-only reaches its maximum with the smallest training
set (1%), suggesting that motion distillation is particularly
helpful for generalization in low-shot scenarios.

method 1% 5% 20% 40% 60% 80% 100%
Supervised 69.3 85.1 93.0 94.5 94.7 95.8 95.4
RGB-only 32.9 62.8 82.2 86.5 87.8 89.5 89.0
MoDist 42.8 71.9 89.1 91.3 92.9 93.4 94.0

∆ +9.9 +9.1 +6.9 +4.8 +5.1 +3.9 +5.0

Table 6: Low-shot learning on UCF101. Rows indicate different
pretrainings on K400, while columns vary the % of UCF training
data used for finetuning. All results are top-1 accuracy.

4.6. Visualizing MoDist Representations

To gain deeper insights on what MoDist has learned in
its representations, we adopt Grad-CAM [62] to visualize
the spatiotemporal regions that contribute the most to the
classification decisions on UCF101. In short, Grad-CAM
works by flowing the gradients of a target class into the fi-
nal conv layer to produce a coarse localization map high-
lighting the important regions responsible for the predic-
tion. To avoid overwriting weights in finetuning, we freeze

https://www.youtube.com/watch?v=TpOggtBN4yo
https://www.youtube.com/watch?v=TpOggtBN4yo


the self-supervised pretrained weights of MoDist and RGB-
only and train a linear classifier on top for visualization.

We show visualization for MoDist and RGB-only in
Fig. 3. First, we observe that the representation learned
by MoDist focuses more on the “motion-sensitive” regions
(i.e., regions where object motion likely occur). For exam-
ple, in A-1 (A indexing column, 1 indexing row), MoDist
makes the correct prediction of “PommelHorse” by focus-
ing its attention on the person carrying out the motion.
The RGB-only model, on the other hand, incorrectly pre-
dicted “ParallelBars” as it finds “bar-like” straight lines in
the background. This common pattern can also be ob-
served in other examples, like A-2 (RGB-only model pre-
dicts “BlowDryHair” after finding hair textures) and A-3
(RGB-only model confuses ice with water surface). Fur-
thermore, we can observe another type of behavior in B-3
and C-3. In both examples, the background scenes (gym)
are associated with many fine-grained action classes (differ-
ent gym activities), our model is able to distinguish them by
focusing on the actual motion pattern. The baseline, instead,
gets confused as it focuses too much on the background.

Finally, we present some failure cases in the last row of
Fig. 3. For example, in A-4 MoDist correctly focuses on the
right motion region (fingers), but confuses the finger motion
of “Knitting” with “Typing”. Similar patterns can also be
seen in B-4 and C-4.

Conclusion

We presented MoDist to learn self-supervised video rep-
resentations with explicit motion distillation. We demon-
strated SOTA self-supervised performance with MoDist
across various datasets and tasks. Moreover, we showed
that MoDist representations can be as effective as represen-
tations learned with full supervision for SSv2 action recog-
nition and AVA action detection. Given the simplicity of our
method, we hope it will serve as a strong baseline for future
research in self-supervised video representation learning.
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